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Abstract

The specific heat capacities () for the brain and muscle equivalent liquids were deter-
mined with isothermal heat conduction microcalorimetry (IMC) and differential scanning cal-
orimetry (DSC). IMC was found to afford an accurate technique to measure cpforsolid and lig-
uid samples, when an appropriate reference is employed. The accuracy of obtained c, values
was estimated to be better than 0.7% with the equivalent liquids. Intercomparison with a con-
ventional isoperibolic calorimeter showed an excellent agreement within the estimated uncer-
tainty of the isoperibolic calorimeter (£3%). Additionally, suitability of different kinds of IMC
sample vessels was tested, and the standard electrical calibration procedure of IMC was evalu-
ated through the determination of ¢, with and without a reference material.
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Introduction

A well-known physiological effect of the electromagnetic radiation at radio-
frequencies is the increase of temperature of the exposed tissues resulting from
the absorption of the electromagnetic energy. The most basic physical quantity
describing the exposure to radio-frequency fields is the specific absorption rate
(SAR), which is defined by the power absorbed in an element divided by the
mass of the element. Commonly it is most convenient to measure, or calculate,
the external electric and magnetic fields and compare the results with the field
strength limits derived from the basic SAR limits. However, in the case of the ex-
posure to the radiation from mobile phones the only alternative for the SAR as-
sessment is to use simulating phantoms in the place of human body. The relation-
ship between the external ficlds and internal powcr absorption is too complex
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due to the vicinity of the antenna to the body. In the near-field exposure typical
of mobile phones, the relevant exposure quantity is the local SAR related to the
local electric field and temperature increase by the equations

GE? 3T (1)
SAR=—=¢c—
P ot

where G is the conductivity, p is the density of the averaging mass, E is the RMS
value of the local electric field strength, d7/0¢ is the rate of temperature rise and
c is the heat capacity of the tissue.

According to Eq. (1) the SAR can be assessed by measuring the tempera-
ture increase, or by measuring or computing the three orthogonal components
(E 2:E,‘2+Ey2+Ef) of the local electric field strength. At the moment, the best
method for SAR assessment is based on E-field scanning in liquid phantom [1]
simulating human tissues by using small electric field probes [2, 3]. To calibrate
a SAR probe itis placed in a precisely known electric field either calculated from
the input power of the system or determined from the temperature rise of the me-
dium by Eq. (1) the latter method being more accurate. The uncertainty of the
calibration is the most significant and fundamental limitation in the accuracy of
the SAR tests as was reported in the previous study [4], where a novel calibration
method for SAR probes at 1 GHz frequency was developed. The uncertainty
analysis showed that ovcrall uncertainty of the calibration was +6% from which
the uncertainty of the specific heat (+3%) constituted one of the most significant
error components. Thus, ascertaining the value for the heat capacity, the accu-
racy of the calibration of the SAR tests can essentially be improved.

Various differential scanning calorimetry (DSC) methods are routinely em-
ployed to measure specific heat capacities (cp). The benefits of DSC techniques
are the fastness to carry out, reasonable accuracy and usefulness for many kinds
of sample materials at wide temperature range [5]. If more accurate results are
desired other techniques like adiabatic calorimetry and drop calorimetry can be
used at appropriate temperature ranges. However, analyses are time consuming
and laborious. As the best results with DSC is obtained with periodic heating
methods [6] the logical consequence would be to apply isothermal microcal-
orimetry (IMC) in precise determination of ¢p. The IMC technique is suitable for
most kind of samples and the results are very accurate, but the analysis time is
long, the appropriate temperature range is narrow (5-95°C with the instrument
used in this study) and the surroundings condition must be controlled.

The calibration of the commercial calorimeters is usually carried out electri-
cally with an internal calibration resistor located inside the vessel wall in the vi-
cinity of the actual reaction place. To achieve precise calibration it would be pref-
erable to use a heater inserted into the reaction vessel, when it would mimic
closely the conditions in the real measuring event. However, in many cases em-
ploying an external heating resistor is inconvenient and sometimes impossible.
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Regardless of the procedure the calibration is carried out, the accuracy of the
calibration constant should be tested by use of a well defined test reaction [7].
One way to check the validity of the calibration is to determine the heat capacity
of a known sample with the instrument. The isothermal calorimeter must be used
off its normal measuring mode as the sample must experience a change in tem-
perature. Thus, the temperature change should be as small as possible not to lose
the resolution however. The by-product of this work was the evaluation of the
electrical calibration of the instrument.

Additionally, the specific heat capacities will be measured routinely with an
isoperibolic calorimeter designed specially for the measurements of tissue
equivalent liquids [4]. The aim is to improve the accuracy of the isoperibolic
calorimeter by calibrating it against the isothermal microcalorimeter by using
well defined tissue equivalent liquids as transfer standards.

Experimental and theoretical background

Materials

The specific heat capacities were determined for two different liquid mix-
tures simulating the dielectric properties of brain and muscle [4]. Both of the
equivalent liquids consist of water, salt and sugar, the weight per cents being
41.2, 0.8 and 58%, consecutively, for brain equivalent liquid and 53.6, 1.4 and
45% for muscle equivalent liquid. The purified sugar was purchased from Sucros
Pharma, salt was 99.5 weight % NaCl and water was de-ionized once. Alumina
(0-AlOs3, Micromeritics part no. 004-16816-00) was also used as a calibration
material. The weighing of the materials was performed with an accuracy better
than 0.07%.

Isothermal microcalorimetry (IMC)

The isothermal heat conduction microcalorimeter used to determine the heat
capacities was a 2277 Thermal Activity Monitor (TAM) (Thermometric AB,
Sweden). The instrumentation and detection principle are described elsewhere
[8]. In this work the instrument was used off its normal function mode [9]. The
temperature gradient developed between the sample ampoule and the surround-
ing heat sink as the temperature is dropped from 25 by 1°C generates an output
voltage in the Peltier elements situated between the sample and the heat sink. The
voltage signal is proportional to the heat flow from the ampoule and will arise un-
til the new set temperature is reached in the whole system. The calorimeter unit
consists of the identical sample and reference sides, and as the integrated output
signals from the sides are subtracted from each other, a value proportional to the
difference in heat capacities of the sides is obtained. So, performing two identi-
cal measurements with a reference material (known heat capacity) and an un-
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known sample, the heat capacity of the unknown sample can easily be calculated
from the formula

o= Mref Axcp,ref (2)
px my Aref

where ¢ x is the specific heat of the unknown sample (J (g K)™), mret is the weight
of the reference sample (g), Ax is the integrated value of the heat flow signal (area
under curve) for the unknown sample (J), cp ref is the specific heat of the reference
sample, my is the weight of the unknown sample and Arer is the integrated value of
the heat flow signal for the reference sample. However, as the heat capacities of
the sample and reference sides containing the ampoules cannot be perfectly
matched, a blank run with the empty ampoules must be performed and be sub-
tracted from both the reference and unknown run before Eq. (2) is applied. In this
way, the normal calibration of the instrument is insignificant, and the absolute
accuracy depends on the accurate of the value of cp rer.

TAM is equipped with four independent twin-calorimeter units. Suitability
of different kinds of ampoules for the ¢, measurements was evaluated. In the first
channel glass ampoules were used. As an inert material glass is suitable with
most of the materials, but in this case glass ampoules have disadvantages since
the stoppers must be exchanged after every measurement. Because the stoppers
are not identical, the exchange has an influence on heat capacity. Also, the am-
poules must be cleaned exposing the ampoules to breaking. The self-made stain-
less steel vessels with 0.8 mm thick teflon sealing disks were used in channels
two and three, and the corresponding steel vessels made by Thermometric AB
with disposable sealing disks were used in channel four. The channels were cali-
brated electrically beforehand, but it has no influence on the results as far as the
calibration remains unchanged during the measurement set, as mentioned be-
fore. The actual experimental procedure is described step by step in [9], but no
glass liner was employed. Also, the baselines before and after the dropping of the
temperature was measured and subtracted as linear from the actual data. The re-
corded heat flow signals were exported as an ASCII file, and the data handling
and the calculations were done in OriginTM (Microcal, USA) and Excel™ (Mi-
crosoft, USA).

Differential scanning calorimetry

The specific heat capacities were also determined with DSC to verify the val-
ues and the methods. A Perkin Elmer DSC model 7 with a Thermal Analysis Sys-
tem software was used to achieve the thermograms. The scanning experiment
was performed over the temperature range of 25-70°C with a heating rate of
5°C min™'. Isothermal sections of 2 min before and after the temperature scan
were also recorded for interpolating the baseline. The nitrogen flow of
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50 ml min™' was used and held steady through the measurement set. The sealed
aluminum sample pans for robotic system standing 1 bar maximum internal pres-
sure were employed. The sealing was checked performing a corresponding TG
measurement with water, and no mass loss was detected. The melting endotherm
of indium was used to calibrate the instrument. However, using a reference ma-
terial the calibration of the ordinate is insignificant, and the value for the specific
heat is obtained from

- Mref Yx Cp,ref (3)
X T
? Mx Yref

where yy and y,r denote the ordinate deflection for the unknown sample and for
the reference sample at the same temperature, respectively. The Eq. (2) corre-
sponds to the Eq. (3). The recorded signals were exported as an ASCII file, and
the data handling and the calculations were done in Origin'™ (Microcal, USA)
and Excel™ (Microsoft, USA).

Results and discussion

Determinations with IMC

As neither the sample and the reference sides nor the used ampoules are ther-
mally identical, the blank run for the set of the calorimetry unit and the ampoules
must be performed. Figure 1a represents the blank run for the channel 3 with the
self-made stainless steel vessels. The time when the temperature is dropped is re-
ferred as =0 s. The signal seems to get steady in few hours but the baseline is
reached just after ca. 9 h. With a corresponding measurement with a liquid sam-
ple (Fig. 1b) the signal is ca. 100 times the blank, but the baseline is reached al-
most in the same time. Among all the measurements the blank response was 9%
at maximum of the response obtained with the sample.

The integral values of the heat flow signals for the imbalance during the tem-
perature equilibrium are presented in Table 1 for all the measurements. As the in-
strument has been calibrated electrically beforehand, the approximate values for
the specific heats can be calculated from the listed area values. Subtracting the
blanks, converting the time and dividing by the mass the obtained values are
Cpatumina=0.7779 J (g K)™ for alumina and Cpwarer=4.1962J (g K)™' for water the
standard deviations being 0.0041 and 0.0165 J (g K)™', respectively. The corre-
sponding values in the literature are 0.7748 and 4.1798 J (g K)™' [10], respec-
tively.

To verify the method two reference materials with known specific heat ca-
pacities were used in the measurements and calculations. The specific heats for
both of the reference material were calculated utilizing the other sample (Ta-
ble 2). The calculated average values are accurate down to the 3rd decimal and all
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Fig. 1 Microcalorimetric imbalance response for channel 3: a) blank and b) brain equivalent
liquid

the measured values are within the error limits (26). The glass ampoules give the
greatest deviation, which presumably is due to the new stoppers used in every
measurements and the adsorption of moisture in the stopper, especially when lig-
uid samples are employed.

Table 2 Calculated specific heats for water using alumina (cp=0.7 7481 (g K)’1 as reference, and
for alumina using water (cp=4. 17981 (g K)_1 as reference (standard deviation in

parentheses)
Sample vessel Cowaedd (8 K" Cp ataming’d (8 K)'
Glass (channel 1) 4.1981 0.7714
Steel 1a (channel 2) 4.1737 0.7759
Steel 1b (channel 3) 4.1675 0.7771
Steel 2 (channel 4) 4.1789 0.7750
Average 4.1796 (0.0115) 0.7749 (0.0021)

The specific heats for the brain or muscle equivalent liquids calculated us-
ing alumina and water as the reference do not differ significantly (Tables 3
and 4). The average of the 16 values for the brain equivalent liquid is ¢p prain=
2.8160 ] (2 K)™' (0.0051) and for the muscle equivalent liquid Cp.muscle=3.0859
J(g K)™! (0.0098) where the standard deviations are in parentheses. The uncer-
tainty of the results is excellent, better than 30.7% (20) at least.
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Table 3 Specific heats for the brain and muscle equivalent liquids using alumina as the reference
sample (standard deviation in parentheses)

Sample vessel Cp,hrainl{ 1 Cp,brainZ{ l Cp,musc]clu/l Cp,musclc%/]
J(gK) J(gK) J(gK) 1 (g K)
Glass (channel 1} 2.8262 2.8153 3.0953 3.1138
Steel 1a (channel 2) 2.8166 2.8131 3.0783 3.0784
Steel 1b (channel 3) 2.8151 2.8122 3.0805 3.0833
Steel 2 (channel 4) 2.8159 2.8132 3.0770 3.0799
Average 2.8159 (0.0045) 3.0858 (0.0128)

Table 4 Specific heats for the brain and muscle equivalent liquids using water as the reference
sample (standard deviation in parentheses)

[ ample vessel Cp,brainl_/ . Cp,brainz_/ ) Cp,musclej{ Cp,musclef{
T (g K) T (gXK) J (g K) J (g K
Glass {channel 1) 2.8138 2.8030 3.0818 3.1002
Steel 1a (channel 2) 2.8207 2.8172 3.0828 3.0829
Steel 1b (channel 3) 2.8234 2.8204 3.0896 3.0924
Steel 2 (channel 4) 2.8166 2.8138 3.0777 3.0805
Average 2.8161 (0.0063) 3.0860 (0.0075)

Determinations with DSC

When the ¢, values are calculated with the Perkin Elmer software, no refer-
ence scan is allowed in the analysis, only the baseline scan with empty pans and
the sample scan is employed. This way the analysis is exposed to many errors and
the results are quite poor as is represented for water in Table 5. Reliable results
are obtained just after few degrees as the system is reached its equilibrium after
the temperature scan has been started [11]. The errors can be reduced applying
Eq. 3, but thc same cffect is achieved applying correction factors obtained by
comparing the values in Table 5 with the corresponding literature value of water
at each temperature. Water was used as the reference material since alumina gave
great difference in the ¢, values compared with the literature values indicating
poor accuracy of the results determined with DSC. Furthermore, the values de-
creased as a function of temperature the true values acting reverse behavior. In
this case, water is advisable for the reference material since the physical state of
the sample is the same as with the equivalent liquids. The corrected ¢, values (Ta-
ble 6) increase as a function of temperature, and the first reliable results seems to
be 2.767 J (g K)™' (0.017) for the brain equivalent liquid and 3.015 J (g K)™
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Table 5 Specific heats obtained with DSC for water (standard deviation in parentheses)

. ¢ (g K™
sample 1 sample 2 sample 3 sample 4 average
30 4.000 3.989 4.036 4.112 4.034 (0.056)
35 4.106 4.096 4.139 4.216 4.139 (0.055)
40 4.126 4.112 4.155 4.225 4.155 (0.051)
45 4.135 4.120 4.162 4.220 4.159 (0.045)
50 4.135 4.114 4.152 4.205 4.152 (0.039)
55 4.138 4.112 4.136 4.197 4.146 (0.037)
60 4.132 4.106 4.120 4.172 4.133 (0.029)
65 4.133 4.104 4.109 4.158 4.126 (0.025)
70 4.134 4.104 4.101 4.142 4.120(0.021)

Table 6 Corrected specific heats obtained with DSC for the brain and muscle equivalent liquids
(n=4, standard deviation in parentheses)

7'c Conra/T KO Comuseed € K
30 2.767 (0.017) 3.015 (0.026)
35 2.785 (0.015) 3,039 (0.030)
40 2.808 (0.014) 3.060 (0.030)
45 2.833 (0.012) 3.082 (0.029)
50 2.857 (0.011) 3.103 (0.027)
55 2.882 (0.010) 3.133 (0.029)
60 2.907 (0.009) 3.153 (0.02D)
65 2.933 (0.008) 3.175 (0.018)
70 2.959 (0.010) 3.202 (0.017)

(0.026) for the muscle equivalent liquid at 30°C. As the standard deviation of the
correction factor is taken into account, the precision of 12% at least for the values
is obtained. However, the deviations from the results obtained with IMC are

great.

Intercomparison with the isoperibolic calorimeter

The c, values for the tissue equivalent liquids were also measured with the
isoperibolic calorimeter, which consisted of a stainless steel thermos flask (de-
war), an electrical heating coil, stirrer and three temperature sensors [4]. The vol-
ume of the calorimeter was 1 dm’. No thermostated bath was used. The heating

J. Thermal Anal., 53, 1998



694 LEHTO et al.: ISOTHERMAL MICROCALORIMETRY

Table 7 Comparison of the [ values (J (g K)™) for the brain and muscle equivalent liquids

IMC (25°C) DSC (30°C) ca];:iorgz:iel;?gg‘t) Literature [12]
Brain 2.82 2.77 2.84 2.85
Muscle 3.0 3.02 311 -
Uncertainty H0.7% +2% 3% -

power was determined by measuring the voltage and current of the heating coil
by using precision resistors (0.1%) and an A/D converter. Temperature and heat-
ing power were controlled by a computer. The minor error due to a slight tem-
perature drift before and after the heating period was corrected mathemati-
cally afterwards. The measured specific heats were ¢p brain=2.84 and ¢, muscle=
3.11J (g K)™* for the brain and muscle equivalent liquids, respectively, with an
uncertainty of 3% (206). The ¢, values obtained with different methods have been
compiled in Table 7. The results are consistent with each other IMC giving the
most accurate values.

Conclusions

The ¢, values for alumina and water calculated directly from the microcal-
orimetric imbalance response using no reference differ about 0.4% from the val-
ues calculated with reference. This indicates that the procedure of the electrical
calibration for closed ampoules is valid and causes only minor errors in the val-
ues of heats obtained from heat flow signals.

Two different methods, IMC and DSC, was employed to achieve the values
of ¢, for the brain and muscle equivalent liquids to compare the methods and ver-
ify the results. The benefits of DSC are the rapidity of the analysis and the preci-
sion good enough to distinguish the equivalent liquids. Unfortunately the results
of DSC own quitc a low accuracy and an unexpected temperature dependence.
On the contrary, the accuracy and the precision of the IMC results are excellent.
As a disadvantage, the time needed for the measurements is long. The values for
specific heats are cp prin=(2.8240.02) J (g K)™' for the brain equivalent liquid and
Cpmuscle=(3.0940.02) J (g K)™! where the error limits are twice the standard devia-
tion. The accuracy of the results is thus better than 0.7%. The ¢, values obtained
in this study for the equivalent liquids show excellent agreement IMC giving the
most accurate value.

In this study, the samples were not pure substances and the weighing of the
components and the preparation of the samples increased the errors for their
parts. It is advisable to use stainless steel ampoules, which are exactly identical
from a measurement to another, in IMC measurements since with glass ampoules
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the stoppers have to be replaced and glass is fragile. With careful handling of
samples and precisely designed measuring procedure an uncertainty of +0.7% in
specific heat can readily be reduced significantly.
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